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Introduction

The Skellam distribution is a probability distribution that models the dif-
ference between two Poisson random variables that are independent of
one another and that might have different means.

It is named after British statistician and ecologist John Gordon Skellam
(1914-1979).

It is a generalisation of Irwin distribution (see Irwin, 1937) that models
the difference between two independent Poisson random variables that
share the same mean.

A Skellam regression uses Maximum Likelihood to estimate how the
conditional means of the underlying poisson processes are related to a
set of covariates.

In this talk, we show how to write the ML problem and get the gradient
and Hessian for numerical optimization. A simple Stata implementation is
presented.

Remark: These slides are the support for an oral presentation were additionnal information is provided. They should not be
considered as a stand alone document. 2/23



Some examples in the literature

Kendall (1951) and Dobbie (1961) show that the Skellam distribution can
be used in the problem of taxis and customers coming to a waiting
area in different Poisson flows (i.e. with different rates). The number of
taxis waiting is the (integer) variable of interest. This number can be
positive if taxis are waiting, zero if there is no queue, or negative if
customers are waiting.

It is also often used to model the number of points that separate two
teams in sports such as hockey and soccer. See, for example, Karlis and

Ntzoufras (2008).

More recently, Liu and Pelechrinis (2021) look at the case of shared trans-
portation. They use a Skellam regression to predict the difference in
overall demand and supply at a particular bike station over a certain time
period.
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Modified Bessel function of the first kind

The Modified Bessel Function of the First Kind arises in many areas of
mathematics and physics. It is denoted by /,(x). We are only interested in
the case where order k € Z and x € R here. It is defined as:

Y

)2m-|-k

= 1 X
’k(X):EOm!r(mHH) (E

where I'(-) is the Gamma function (I'(z) = [5" t* ‘e !dt).
If the values of k are integers (as in our case), [_x(x) = Ix(x) (see

Abramowitz and Stegun 1972, p. 375, 9.6.6). /x(-) can thus be replaced by
lix(+) in the above formula.

Furthermore (see Abramowitz and Stegun 1972, p.376, 9.6.26), for k € Z,
riy . d _ hea(2) + It (2)
I(2) = < h(z) = *H2

To the best of our knowledge this function is not available in Stata. How-

ever, we have adapted the C++ code by Moreau (2011), with permission,
to be compatible with Mata.
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Skellam distribution

Let Y7 and Y5 be two independent Poisson-distributed random vari-

ables with means u; and u,. Then, Y = Y7 — Y5 has a Skellam distribution.
Its probability mass function is given by

k/2
Priy =k —e ) (B) 0 oy

where k € Z and where [/, (+) is the modified Bessel function of the first kind.

To guarantee positiveness of l; and L, the probability mass function can

be reparametrized by defining t; = exp (A1) and up =exp(Az) and can be
re-written as

Pr{Y = k} = e (€1 +€2) (exl—/lz)k/z " (2 ezl+zz>
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Skellam(u; =0.5,u; =0.5)
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Skellam(t; =100,u, =1)
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Maximum Likelihood estimator

The likelihood function is given by

g(llal2;kla°"7kn) — HPF(\/, — ki | 2‘1712)

e o)

The maximum likelihood estimates A1 and A, of the two parameters of the
Skellam distribution are solutions of the maximization problem

I k = L(A1,Ar; ki
lln}LiéIR nf(?tl )vz 1,- ) Aln}LiéRZ ( 1,712, )

where
Ki
L(ll,lg; k) = — (e’“ —I—e’b) -|-(11 —AQ) > +In I|k| (2 e)“1+7t2> , keZ
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Some available implementations

The maximum likelihood estimates A; and A, of the two parameters of the
Skellam distribution are solutions of the maximization problem

ax InZ (M, A ki,....k,) = ma L(A1,Ao; ki
llrgtzéR " ( 1,72 71 ) llrgtzé(RI; ( 1,72 )

where

L()Ll,ﬁ,z; k) = — (eh +e’12) —l—()tl —)LQ) % +In I|k| (2 e2~1+7t2) : k eZ

R: by Michail Tsagris (See Lewis, Brown and Tsagris, 2017).

o Newton-type nlm

o Nelder-Mead is used by optim after nlm to improve the preliminary
result

Python: by Liu and Pelechrinis (2021)

o Optimization is done relying on the Conjugate Gradient method
11/23



Maximum Likelihood estimator

To solve this maximisation problem, the gradient and the Hessian, with
respect to A1 and A,, of the log-likelihood function, and hence of function

L(A1,A2; k), can be computed. Since, for k € Z,

I(2) = h(z) =

Ik-1(z) + lk1+1(2)

(see 9.6.26 page 376 in Abramowitz and Stegun, 1972), we have the fol-

lowing first derivatives for the gradient:

d

I\

Jd

d A2

L(A1, Ao k) = —eM +g+
1,k
L()Ll,)LQ;k) — —e™? — §—|—

Veh | - (2‘V 6“”2) i1 (2v elﬁlz) '
VeiiZ [l (2V 6“”2) + i1 (2v eMW) '
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/]k] (2 V e)“1+7t2>
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Maximum Likelihood estimator

For the Hessian, let's first calculate the cross derivatives:

82«181 (2’1 12 k) — algal (A]_,AQ )
. e?tl+)~2 —|— e)’1+)‘2 I||k|_2| <2\/m)—|—l|k’+2 (2\/m>
7 * I (21772
L ViR -1 (2R 722 ) 1y (2V P72
: I (21772
< 1\ ehth hik-1) (2\/m)+l|k|+1 (2\/m)
I (21772

The second derivatives are given by

WL(M Mo k) = —eM + 58 (A, Ao; k)

asz(Al A2 k) = eh"‘%;;@ullalz;k)
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Maximum Likelihood estimator

In the context of Skellam regression, the parameters A1 and Ay of the
two independent Poisson distributions are expressed as linear functions of p
covariates Xi,...,X,. That is to say that, for i=1,...,n,

: , ki/2
Pr{Ys = ki = e (70) (b)) (/e

where A;; = x,Tﬁ and Ay = x,-T’y, with x; = (1,x,-1,...,x,-p)T. We have here
to estimate two (p + 1)-vectors of parameters (8 and 7y) by solving the
maximisation problem

max Z L(B,v; ki, x;)

B,yeRP+1 =7

where, for i=1,...,n

L(ﬁ,'}/;ki,Xi):_(exiTﬁ_l_exiTy) ( Tﬁ_x y) +In (2\/ ﬁ+xiT?’)

The first and second derivatives presented in the previous slide have to

be modified and multiplied respectively by X,-T for the gradient and x,-x,-T

for the second and cross derivatives.
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Stata implementation

Title
skelreg — Skellam regression estimator
Syntax

skelreg varlist [if] [in] » [options]

To be used with caution as the model is non-linear

options Description /
robust use the sandwich variance formula to compute standard errors of the estimated parameters.
cluster{varname} compute cluster-corrected standard errors of the estimated parameters.
nolog do not show iteration logs
noconstant fit a model without a constant
stub(string) provide a stub for the dependent variable.[1]
technique({string) change optimization technique. See [M-5] optimize##i technique.[2]
nodofcorrection do not correct for the degress of freedom
level{cilevel) set the confidence lewvel

[1] The code creates two temporary wvariables automatically by taking the name of the dependent variable and adding " count 1" and “ count 2".
IT a different name needs to be used {for example, if a variable with the same name alreadv exists in the dataset). the stub option can be used
to declare it. ' ] ; ) ’

[2] Mote that the Melder-Mead optimization technique is not available here.

Options for predict post-estimation command

ndiff generates predicted difference in counts between processes (default).
xb1 generates the linear predictions for the first process.

b2 generates the linear predictions for the second process.

ni generates predicted counts (i.e. exp(xbl)}) for the first process.

n2 generates predicted counts {i.e. exp({xb2}) for the second process.

Description

skelreg The dependent wariable in Skellam regression is the difference between two counts, while the explanatory variables are predictors that
may affect event frequency.
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Simulations

To illustrate how a simple Stata/Mata code can be used to estimate the
parameters of the Skellam distribution, we first generate n = 1000 obser-
vations from a random variable Y defined as the difference (Y; — Y>) of
two independent Poisson-distributed variables, Y; ~ 2 (u; = eM) and

Y2 ~ A (“2 — e)“2).
To have an idea of the performance of the estimator, we run some Monte

Carlo simulations by simply replicating B=1000 times this setup. We
take A1 = 1.3 and A, = 0.7

7 1 2
X 1.3 0.7
- {ijb-’ } 1.2982 | 0.6950

1 2
s.d,{"ﬁf”} 0.0376 | 0.0657
m.-e{ﬁ.e.(ijf’})} 0.0375 | 0.0667
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Simulations

In a second setup, we change the data generating process and make A; and
A> dependent on an explanatory variable X. We use a standard normal
distribution to generate n = 1000 observations Xx;.

We then generate n = 1000 observations y;; from a Poisson distribution
with mean e’ where 1;; = Bo+ B1x; = 0+ 1.3x;, and n= 1000 observations
yi» from a Poisson distribution with mean e’z where A» = Yo+ iXi =
O—|—O.7X,'.

Finally, we determine the observations y; = yj1 —yjp fori=1,...,n.

As before, we run some Monte Carlo simulations by simply replicating
B=1000 times this setup.

7 0 1 ] 0 I
Be 0 1.3 e 0 0.7
ave {3, | || —0.0040 | 1.3012 ave {7, | || —0.0050 | 0.6077
s.d. {,?F%}b?'} 0.0567 | 0.0342 s.d. {fﬁ""’} 0.0573 | 0.0652
- {s.e,(ﬁ',‘;i“]} 0.0575 | 0.0353 | | ave {s,e.{i}'}“}}, 0.0587 | 0.0652
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Synthetic data example

clear

program drop _all

set obs 250

gen x=rnormal(2,1)

gen yl=rpoisson(exp(0.6*x))
gen y2=rpoisson(exp(0.4%*x))

gen y=yl-y2
skelreg y x*, nolog
test [y count 1]:x=[y count 2]:x=0

margins, dydx(*)
predict yhat, ndiff
predict yhatpl, nl
predict yhatp2, n2
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Synthetic data example

. skelreg y x*, nolog

Number of obs = 250
y | Coefficient Std. err. z P>|z] [95% conf. interval]
y_count_1
X .6389506 .0752313 8.49 0.000 .4915 . 7864012
_cons .0055461 .1840548 0.03 0.976 -.3551947 .3662868
y_count_2
X .5019903 .1104102 4,55 0.000 .2855903 .7183902
_cons -.0193426 .2392158 -0.08 0.936 -.4881969 .4495117

. test [y count_1]:x=[y_count_2]:x=0

(1) [y_count_1]x - [y _count_2]x = ©
( 2) [y_count_1]x = ©

93.54
0.0000

chi2{ 2)
Prob > chi2
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Synthetic data example

. margins, dydx(*)
Average marginal effects

Expression: predict()
dy/dx wrt: x

Number of obs = 250

Delta-method
dy/dx std. err.

P>|z]|

[95% conf. interval]

X 1.256896 .207978

6.04

0.000

. 8492665

1.664525
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